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Mathematical Modeling of Neurons and Networks
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Course objectives

In this course, students will learn the mathematical basis of the current understanding of how
neurons and neuronal networks transmit, process, and store information, and how to model
neuronal activity in single cells and in systems. Special emphasis is given on realistic dynamical
models, understanding the reductionist assumptions in each model, analyzing its behavior, and
how to select a suitable model to a given problem at hand. Analytical, geometrical, and numerical
model analysis are considered, covering the range of topics from sub-cellular and membrane
potential dynamics, single cell models, synaptic transmission, and network models.

Course Syllabus

Subcellular models: channel models; membrane electrical models and equivalent circuits;
spatiotemporal dynamics; cable equation; linear cable theory; multi-compartmental models;
synaptic models.

Single cell models: Conductance-based models: Hodgkin-Huxley and Stevens-Connors models.
One dimensional dynamical systems: geometric analysis, Hartman-Grobman theorem, phase
portraits, bifurcations. Two dimensional (planar) dynamical systems: stability analysis, nullclines,
vector fields, trajectories, bifurcations. Reduced (minimal) models of the HH type; Morris-Lecar
model; FitzHugh-Nagumo model. Analytic models; quadratic integrate and fire model; leaky
integrate and fire model; resonate and fire model; integrate and fire models with synaptic
transmission. Spike trains; rate functions; point processes; renewal processes;
non/homogeneous Poisson processes.

Network models: random networks of analog neurons; feedforward and recurrent networks;
excitatory and inhibitory networks; linear network models; Liapunov functions; N-dimensional
dynamical systems; non-linear network models; Hopfield networks; Wilson-Cowan networks.
Binary network models; point neurons; Little networks; spin glass models; stochastic networks;
Boltzmann machine; Hopfield auto-associative networks; Hebbian learning; network capacity;
temporal association networks. Networks of spiking neurons; spike transmission; stochastic
membrane potential models; converging/diverging networks; Synfire chains.

03-6409136 ;1> m%0p0 ,03-6409081 ,03-6409039 :2°119%0 .,6997801 2°aR 7N ,2°2KR N M VT2 2130 1907 N°2 00
Sagol School of Neuroscience, Ramat Aviv, 6997801 Tel Aviv, Israel. Tel. 972-3-6409081, FAX. 972-3-6409136



71201900 N2 4
NNN'v1n7
2N 7N NOD'0NDIIN
«
ollpn 9p'a 4
vy 721 nivy 4_ni'ax1vono nivy 52
:0'RYIN Dn'wa L5
ANIINN |DIN YYD XY n¥INN DY on
1w Channel models; membrane electrical oY AT 1
models and equivalent circuits; Hodgkin-
Huxley and Stevens-Connors models
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2y One dimensional dynamical systems: ow A" T 3
geometric analysis, Hartman-Grobman
theorem, phase portraits, bifurcations
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systems: stability analysis, nuliclines, vector
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feedforward and recurrent networks;
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networks; Wilson-Cowan networks
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networks; spin glass models; stochastic
networks; Boltzmann machine
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None required

Linear Algebra (e.g. 0509.1824, 0321.1839)
Ordinary Differential Equations (e.g. 0509.1745, 0321.1838)

Physics 2 or Basic Electronics (e.g. 0509.1829, 0321.1119, 0512.1202)
Neurobiology (1500.2000) — can be taken in parallel
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Requirements: Must pass written exam and 90% of the exercises.

Grading: 30% exercises (3% per exercise, 10 exercises), 70% exam.
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